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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
Depending on their AI/ML based software systems like any other software product is vulnerable to security attacks. Different parts and components of the AI/ML based system may be the target of a cyber security attack. It is important to investigate what type of preventive and detection measures might be taken into account from 3GPP perspective when it comes to AI/ML based systems.
4
Detailed proposal

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[X]
3GPP TS 33.501: " Security Architecture and Procedures for 5G System "
5
Use cases, potential requirements and possible solutions

5.9
AI/ML update management 

5.X
AI/ML Security

5.X.1
Description

AI/ML based software systems like any other software product is vulnerable to security attacks. Different parts and components of the AI/ML based system may be the target of an attacker. 
Different types of attacks on AI/ML systems have been recognized by cyber security community such as poisoning attacks, evasion attacks and model’s API based attacks. 
Poisoning attacks in which the attacker tries to impact the outcome of learning by manipulating the input data or learning logic at the training phase. Different methods are employed by attackers including data injection, data manipulation and logic corruption. Data injection, data manipulation and logic manipulation are different types of the poisoning attack.

Evasion attacks bypass the training phase and target the inference phase and inference model and its input directly. One example could be in supervised learning methods. The attacker introduces small changes in the inputs to get the desired output label. 
The third category of attacks are model’s API based attacks. Different types of such attack are model inversion, model extraction, and membership inference. 

Common patterns can be seen in all these different categories of attacks:

· The attacker leverages access to input and output data for both training and inference phases

· Attacker may try to reproduce the model

· Attacker may try to reproduce the training input data (to use it to create a similar model) 

· Bypassing the inference model with the desired outcome (label)

· Just targets to damage the training or inference phases
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Figure 5.X.1 The attacker may observe or manipulate input data for training and inference or inference output to cause damage, replicate training data or model or bypass the inference with the desired outcome.
Based on these identified common patterns, the components and entities for target attacks can be ML Training Data Producer, ML Training Data Consumer, ML Training Producer, ML Training Consumer, ML Inference Producer, ML Inference Consumer.
To prevent the attacker and detect the attacks on the AI/ML system, several layers of security mechanisms must be implemented to protect the input/output data, the training model(s) and inference model: 

· The preventive mechanisms are the conventional authentication, authorization as well as secure transfer protocols for model transfer between training producer and inference producer and in case of distributed learning between different training producers. 

· To detect any potential attacks on the system also a continuous monitoring mechanism must be in place to detect any unauthorized access to input/output data for training and inference phases as well as detection of any modification or tampering with this data.

5.X.2
Use cases

5.X.2.1
Authentication and Authorization (Training and Inference model consumers)

Attacker may attempt to act as training consumer and manipulate with training logic (poisoning attack). Also, attacker may observe the inference results and try to replicate the model from this information. To prevent these attacks, any training consumer must be authenticated and be able to only request authorized operations. Different levels of authorized operations may be defined for training consumer such as:

· Validation with a given data set

· Validation with default data set

· Retraining with default data set

· Retraining with a given data set

· Testing for a specific deployment

Only authenticated ML inference consumers must be able to observe inference results. 

5.X.2.1
Authentication and Authorization (Input data consumers)

Observation and manipulation of the input data for training and inference is a main target for the attackers. Training and inference data producers must only let authenticated users to get access to this data.
5.X.2.2
Monitor/validate (training and inference input data)

If the attacker is successful to manipulate with the input data, the training and inference data consumers must be able to continuously monitor and validate the input data to make sure the data they use is not tampered with. 
5.X.2.3
Secure model transfer

The trained model(s) must be transferred to inference producers. Also, in methods which needs collaboration of the training producers (e.g. federated learning) the model(s) might need to be transferred from one training producer to another. This could be apotential target for the attackers. The transfer of models between training producer and consumer or inference producer must be done in a secure way.
5.X.3
Potential requirements

See requirements in TS 33.501 [X]
Editor’s note: SA3 is working on security for AI/ML and more requirements may be applicable later.
5.X.4 Possible solutions

The exiting procedures in TS 33.501 [X] for general Authentication and Autorization may be used. No further need for specific solutions for AI/ML is identified. 
1st change





Next change





End of change








